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Abstract

The recent rise of magnetic resonance imaging (MRI) has led to a proliferation of studies that 

seek to link individual differences in personality directly to their neural correlates. These studies 

function to describe personality at a lower level of analysis, but they do little to advance the 

field’s understanding of the causal mechanisms that give rise to personality traits. To transition to 

a more explanatory personality neuroscience, researchers should strive to conduct theory-driven 

empirical studies that bridge multiple levels of analysis. Effectively doing so will require a 

continued reliance on rich description, strong theories, large samples, and careful behavioral 

experimentation. Integrating these components will lead to more robust and informative studies 

of personality neuroscience that help to move the field closer to explaining the causal sources of 

individual differences.
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Having spent much of its youth describing how individuals differ from one another, 

personality neuroscience is now poised to begin interrogating mechanistic questions about 

the biological and cognitive underpinnings of personality traits. In this commentary, we 

highlight key challenges facing contemporary personality neuroscientists as they transition 

from describing individual differences to explaining them at new levels of analysis. We 

focus our discussion on neuroimaging research because of its current popularity, though 

many of our critiques and suggestions apply to other methods as well. Because our main 

goal is to discuss how personality neuroscience can move toward mechanistic accounts of 
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traits, we do not review major empirical findings, instead referring interested readers to 

recent comprehensive reviews of the field [1–3].

Technological Innovations Alone are Insufficient for Explaining Personality 

Traits

The pace of personality neuroscience over the last two decades has been feverish. In 

particular, the widespread availability of MRI has facilitated a recent proliferation of 

mapping studies that use large publicly available datasets to explore neural correlates of 

self-report measures of personality. Mapping studies share several common characteristics. 

First, they are often atheoretical and exploratory in nature. Analyses are conducted across 

the whole brain and hypotheses about which neural correlates will be associated with 

which traits are either loosely specified or absent. Second, results from mapping studies 

are frequently nonspecific, with different traits exhibiting overlapping correlations with the 

same neural correlates. Third, mapping studies are typically void of experimentation; no 

attempt is made to manipulate behaviors that aggregate over time into a trait of interest [4]. 

As a result, discussion sections often rely on reverse inference [5] to suggest that the link 

between a trait and brain region is the product of some cognitive process that others have 

linked to the same region, even if that process was never actually measured in the study 

itself.

Mapping studies provide a well-powered means of describing personality at a lower level 

of analysis (the brain), but they are poorly suited to generating explanations of personality 

that are compatible across levels of analysis [6]. Instead, mapping studies rely on the 

technological sophistication of MRI to link traits with neural correlates even when we have 

little notion of the types of processes these correlates are responsible for [7]. In essence, 

MRI has done for personality neuroscience what fitness trackers have done for personal 

health. Fitness trackers provide users with new information, often at different levels of 

analysis (e.g., heart rate, metabolic rate, activity level), that are descriptive markers of one’s 

fitness level. But knowing one’s heart rate, and how it correlates with overall fitness, tells 

us very little if our goal is to understand how the cardiovascular system maintains health. 

Likewise, knowing the region, circuit, or network a trait is associated with can help to 

describe personality at the level of the brain, but it does little to explain how that region, 

circuit, or network supports trait behavior [8].

Explanation is Built from Theories that Bridge Multiple Levels of Analysis

Studying personality from different levels of analysis is a worthy goal because differing 

levels of analysis afford different types of explanations [9]. Nonetheless, transitioning 

from a descriptive science to an explanatory one requires personality neuroscientists to 

move beyond simply conducting empirical studies at different levels of analysis and 

toward theories that make specific predictions about how explanations at one level of 

analysis can explain observed data at another [10]. Reducing personality into its lower-level 

substrates yields decontextualized (though novel) information. In contrast, strong theories 

evoke higher-level explanatory concepts to synthesize this information into a coherent 

understanding of personality [11,12].
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If theory is prerequisite to explanation, then what makes a good and useful theory? This 

question has led to considerable debate, with some researchers eschewing verbal theories 

that rely on folk psychological concepts in favor of formal computational models that 

explicitly define the relationship between variables in the form of mathematical equations 

[13–15]. Others consider this transition to be “wishing the impossible” given the complexity 

of personality traits [16]. In practice, verbal theories have directly precipitated many 

empirical advances in personality neuroscience, despite rarely being invoked by mapping 

studies [17,18].

The most productive personality theories make specific predictions about which variables 

are related, in what way, and at what magnitude [13,16]. Computational models are not 

well-suited to accomplishing this task for all of personality (or even a single broad trait), but 

they can help push researchers toward further specificity by translating verbal hypotheses 

into mathematical expressions that make concrete predictions about the latent processes that 

generate individual differences in trait-relevant behavior. Competing accounts of behavior 

can then be adjudicated by examining how variations in the form of the model or the 

parameters it includes influences the model’s ability to reproduce observed data [14]. 

Results can be used to refine, inform, and adjust broader verbal theories.

Computational models may be uniquely suited to facilitate the bridge-building between 
levels of analysis that is critical for moving from description to explanation. For example, 

high-level accounts of a trait’s function (e.g., that Extraversion represents variability in 

reward processing) can place constraints on the types of models best suited to represent 

behavior [11]. Conversely, adding resource or capacity constraints (e.g., memory or 

attentional constraints) that improve a model’s ability to capture observed behavior can 

add detail to verbal trait theories [10]. Likewise, discriminability in associations between 

model-based parameters and traits may help disentangle mechanisms involved in one trait 

from those involved in another [19]. Bridges can also be built across lower levels of analysis, 

as when neural activity is used to adjudicate between competing computational models, or 

model-based parameters are used to better interpret trial-to-trial variability in neural activity 

[20].

Personality Neuroscience Needs Experimentation

One reason for the proliferation of mapping studies may be that there is a high degree 

of difficulty involved in conducting reliable theory-driven personality neuroscience that 

yields causal insights. Because of their relatively stable nature, it is nearly impossible to 

manipulate personality traits and observe the downstream effects. Ethical considerations also 

limit our ability to manipulate brain structure and functioning (though, pharmacological 

manipulations can be useful; [21–24]) meaning that even the most rigorous studies of 

personality neuroscience are likely to be fundamentally correlational. As Krakauer and 

colleagues [8] have noted, these types of challenges lead researchers to substitute a difficult 

problem (explaining individual differences) with a simpler one (describing those differences 

at the neural level).
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Personality psychologists do retain a high degree of experimental control over the contexts 

and stimuli that elicit the thoughts, emotions, and behaviors that comprise personality 

traits. Creatively varying experimental task conditions and stimuli can reveal the contextual 

variables that elicit trait variability and help to disentangle the cognitive processes that 

link a trait’s neural instantiation to its behavioral outputs and psychometric indicators. 

Despite the many advantages afforded by experimental tasks however, studies of personality 

neuroscience rarely emphasize behavioral measures.

One reason for this may be the misconception that traits are decontextualized, or able to 

be independently observed regardless of the situation [25,26]. The idea of decontextualized 

traits runs counter to influential personality theories from the last half century, which 

posit that traits reflect predispositions toward specific patterns of thought, emotion, and 

behavior in response to particular types of stimuli – whether it be rewards, punishments, or 

conspecifics [12,17,27,28]. The ubiquitous nature of the stimuli to which traits respond can 

make it appear as though traits themselves are decontextualized, but this is unlikely to be 

the case [29]. In the absence of relevant stimuli, it may be difficult to observe individual 

differences in a trait, regardless of whether measurements are taken at the behavioral or 
neural level. Indeed, experimental designs that manipulate the presence or absence of trait-

relevant stimuli can reveal associations between traits and neural activity that are not always 

present at rest [30–32].

Practical considerations make the full-scale integration of behavioral methods into 

personality neuroscience challenging. Classic cognitive tasks employ strong manipulations 

(e.g., the Stroop effect) intended to produce robust group-level effects while minimizing 

between-person individual differences (thought to be a source of noise), which attenuates 

the very interindividual variability in both behavior [33] and neural activity [34] that is of 

interest to personality researchers. Consequently, many common fMRI paradigms show poor 

test-retest reliability (a phenomenon known as “the reliability paradox”), which limits their 

utility for capturing stable individual differences [35,36].

Interestingly, the reliability paradox seems to be perpetuated in part by a tendency for 

researchers to aggregate behavioral performance on a task into person-level summary 

statistics (e.g., overall accuracy, mean reaction time). This can cause attenuated correlations 

with individual difference constructs for two reasons. First, trial-to-trial variability in 

performance is discarded during aggregation, meaning that performance is treated as 

though it were assessed free of measurement error [37]. Second, summary statistics 

reduce performance to simplified behavioral outputs, many of which are not flexible 

enough to capture the underlying cognitive processes that generate the data [38]. Moving 

forward, personality neuroscientists can avoid these difficulties by adopting (1) experimental 

manipulations that maintain (and explicitly elicit) individual differences for trait-relevant 

behaviors of interest (more trials per person may help in this regard) and (2) analytical 

approaches that preserve the hierarchical structure of task data (e.g., multilevel structural 

equation modeling) and better capture the latent processes presumed to generate the 

behavior of interest (e.g., computational models).
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Balancing the Need for Adequate Power with the Need for Experimental 

Precision

Integrating behavioral experimentation into personality neuroscience is complicated by the 

need to attain large sample sizes to achieve adequate statistical power, which may itself be 

a major contributor to the trend toward mapping studies. Effect sizes in personality research 

are modest (the average effect size is r = .19; [39]), and therefore less likely to be reliably 

detected in small samples (Type II error). Conversely, as sample size goes down, sampling 

variability increases, leading to less precise estimates of correlations and greater influence of 

outliers [40]. Greater instability in correlations can lead to null effects appearing as though 

they are significant (Type I error), and true effects appearing larger in magnitude than they 

really are. In small sample MRI studies, estimates of an effect will vary across voxels, with 

only voxels that significantly inflate the size of an effect reaching significance. As a result, 

neural effects appear larger in magnitude but more spatially selective, when in fact they are 

both weaker and more spatially diffuse [41].

Personality neuroscience has tried to deal with the problem of small samples through 

an increased reliance on large, publicly available neuroimaging datasets that include 

hundreds or thousands of participants. Shared datasets represent an important resource 

going forward, but they rarely permit the kind of careful behavioral manipulation necessary 

to understand the ecological contexts and stimuli that elicit trait-relevant behavior. Most 

large-scale datasets include scans to assess anatomical structure and resting-state functional 

connectivity, but fewer include measures of task-based neural activity. In the absence of 

behavioral measures designed with a specific trait in mind, many researchers resort to 

mapping studies, linking multiple traits directly to their structural or resting state substrates. 

Even when large-scale datasets include task-based functional scans, they often do so in 

less-than-ideal conditions: only a few tasks can be added due to time and space constraints 

(prohibiting the use of latent variables from metrics derived across tasks), and the tasks that 

are added often feature generic manipulations in an effort to appease the large number of 

investigators who may be interested in using them. These kinds of generic manipulations 

can make it difficult to test theory-driven predictions about the types of stimuli that elicit 

individual differences and types of processing that occur in response to those stimuli.

The reality is that personality neuroscientists are in an unenviable position, needing to 

balance the desire to conduct theory-driven explanatory neuroscience with the need to 

achieve adequate statistical power [42]. Going forward, investigators may resolve these 

competing demands by forming smaller collaborations with like-minded researchers, which 

can facilitate larger samples while requiring less sacrifice to one’s study design. Researchers 

should consider incorporating behavioral data into neuroscientific studies whenever possible, 

even if behavioral data was measured outside the scanner. Trial-by-trial performance 

indicators and model-derived parameters can then be used to predict structural or resting 

state indices, which may provide some traction on the cognitive processes that link neural 

circuitry to individual differences (e.g., there is convergence between task-based and resting 

state networks, and evidence that resting state activity contributes to task-evoked activity; 

[43]). Such findings can provide the foundation for subsequent studies in which behavior 
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and neural activity are captured simultaneously. Finally, in some cases researchers may 

find success pivoting to less expensive modalities, such as electroencephalography (EEG) 

or psychophysiological measures. One intriguing possibility is to adopt study designs with 

planned missingness, combining cheaper measures with a more expensive one (in this case, 

MRI) to attain higher power than one would otherwise have [44]. Latent variables can be 

used to capture shared variance between the measures (e.g., combining a reward-related 

ERP component from different tasks with reward-related neural activity in the striatum; 

[45]), yielding a multimodal measure that 1) reduces measurement error, and 2) increases 

effective sample size at no additional cost. These latent variables can subsequently be related 

to other observed or latent variables reflecting model-based parameters derived from task 

performance and/or psychometric assessments, allowing one to effectively bridge different 

levels of analysis.

Rich Description is the Foundation of Explanation

Moving forward, empirical work on the structure of personality can inform and constrain 

studies of personality neuroscience that seek to bridge multiple levels of analysis in service 

of explanation. Indeed, good description is a prerequisite to explanation, and a flawed 

descriptive framework undermines the specificity and validity of findings at lower levels of 

analysis [14,46].

One of the most useful features of structural models of personality is that they can aide 

in hypothesis generation. For instance, trait dimensions included in most contemporary 

models of personality show strong continuity across species, making them more amenable to 

connections with phylogenetically conserved neural systems [47,48]. This allows personality 

neuroscientists to leverage findings from animal research, where stronger experimental 

manipulations are possible, to generate novel hypotheses about the cognitive and neural 

substrates of individual differences (e.g., [49]).

Novel hypotheses can also be derived from the relations between traits. Broader traits 

that reside at the top of the personality hierarchy account for patterns of covariation in 

narrow traits that reside lower in the hierarchy. At each level of the hierarchy, some set 

of mechanisms should explain why lower-order traits covary to form higher-order traits, 

whereas some other set of mechanisms should explain the unique variance that causes 

these traits to diverge from one another [7,16]. The goal of the modern-day personality 

neuroscientist is not to describe these patterns of covariation, but to generate hypotheses 

about the neurocognitive mechanisms that might explain them.

Careful phenotypic description can also push neuroscientific findings toward greater 

specificity. Too often in contemporary neuroscience, individual difference measures are 

haphazardly correlated with neural or cognitive correlates without any a priori predictions 

being made about the nature or specificity of these associations. This can lead to processes 

of interest being confusingly linked to multiple traits or disorders when the true association 

is due to shared variance between the constructs [50]. Alternatively, the same processes 

may be related to a single broad trait but unreliably so, because the association is actually 

better accounted for by some more narrow feature of the construct (e.g., a specific facet). 
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Structural models of personality can help avoid these difficulties by providing ready-made 

tests of specificity that burden the investigator to show that a given trait-brain or trait-

behavior association does not generalize to other traits at the same level of the hierarchy and 

is not better accounted for by a related, but narrower construct. Where such specificity is not 

present, one’s theory should be revised.

As it stands, nonspecificity is strikingly apparent in personality neuroscience, with many 

traits mapping on to the same neural correlate and many neural correlates mapping onto 

the same trait. This could indicate complexity in the neural systems contributing to a trait 

[51], or alternatively, signal that our search for the neural substrates of specific personality 

traits is playing out at the wrong level of resolution [52]. Structural models can help to 

address the latter problem because traits at the top of the hierarchy, which reflect a wider 

range of behavior than those lower in the hierarchy, should be tied to neural systems that are 

distributed more diffusely throughout the brain and therefore able to govern a broader swath 

of circuitry [53]. Likewise, studies seeking to understand the neural underpinnings of traits 

closer to the bottom of the hierarchy might focus their efforts on more narrow or specialized 

circuits that may have been coopted during the course of evolution to meet specific adaptive 

challenges [54].

Overall, understanding the structure and nature of personality traits is a prerequisite to 

explaining individual differences. This is not to say that priority must always be given to the 

Big Five, or to any other descriptive trait model. What matters far more than the number of 

trait constructs in one’s model is understanding the breadth and scope of those traits, how 

they are related to one another, and whether they are well-suited to one’s specific theoretical 

questions [55,56].

Conclusion

The advent of neuroimaging brought with it promises of a new, explanatory personality 

science, but the interim two decades have yielded studies that present correlations between 

traits and neural tissue with little explication of the cognitive mechanisms that could produce 

such correlations. Conducting neuroscientific studies that generate explanatory insights 

into personality requires rich description, strong theory, large samples, careful behavioral 

experimentation, and most importantly, an ability to bridge multiple levels of analysis. By 

embracing these lessons from the last twenty years of personality neuroscience, the field will 

finally be able to transition into a new era of explanation.
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Highlights

• The rise of functional neuroimaging has led to increasing attempts to link 

personality traits directly to neural correlates.

• Knowing the neural correlates of personality traits helps to describe traits at a 

lower level of analysis but does little to explain individual differences.

• Transitioning to an explanatory personality neuroscience will require 

empirical work that bridges multiples levels of analysis and integrates careful 

behavioral experimentation into large samples.
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